Lab 10 - Deploy Tanzu Services and
Application

Introduction

VMware Cloud on AWS enables your IT and Operations teams to add value to your
investments in AWS by extending your on-premises VMware vSphere environments to the
AWS cloud. VMware Cloud on AWS is an integrated cloud offering jointly developed by
Amazon Web Services (AWS) and VMware. It is optimized to run on dedicated, elastic, bare-
metal Amazon Elastic Compute Cloud (Amazon EC2) infrastructure.

By running VMware Tanzu within the same infrastructure as the general VM workloads
organizations can immediately start their modern application development strategy
without incurring additional costs. For example, you can use SDDC spare capacity to run
Tanzu Kubernetes Grid to enable next-generation application modernization, or compute
power not used by disaster recovery can be used for Tanzu Kubernetes Grid clusters.

Tanzu Kubernetes Grid Managed Service Architecture

This reference architecture details how to use Tanzu services in a VMware Cloud on AWS
SDDC. The Tanzu Kubernetes Grid Managed (TKG) managed service used in this
architecture deploys a pair of vSphere Namespaces and some Tanzu Kubernetes clusters.
Tanzu Mission Control (TMC) deploys Fluent Bit extensions for log collection and
aggregation with vRealize Log Insight Cloud. TMC can also deploy Tanzu Observability to
monitor Kubernetes metrics at scale. TMC configures containers and persistent storage
backups through Velero using Amazon Web Services S3 as a durable object storage
location.
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1. Deploy the VMware Cloud on AWS SDDC in the desired region and availability zone.

2. Virtual machines run within the same SDDC on their own network segments connected
to the VMware Cloud Compute Gateway and protected by firewall rules. These networks
are typical but not required for the Tanzu Kubernetes Grid Service.

3. The cloud administrator activates the Tanzu Kubernetes Grid service, deploying the
supervisor cluster into the VMware-managed network segments. This network
placement is comparable to deploying vCenter and NSX appliances within VMware Cloud
on AWS SDDC.

4. After successfully activating the TKG service, register the TKG Supervisor cluster as a
management cluster within Tanzu Mission Control.

5. The cloud administrator creates vSphere Namespaces from within the vCenter’s vSphere
Client. These vSphere Namespaces provide resource and tenant isolation capabilities.
The cloud administrator assigns resource limits for CPU, memory, and storage and then
enables access to these resources for users via vCenter Single Sign-On. Each vSphere
Namespace provisioned creates a new Tier-1 Gateway and connects a new network
segment with the SDDC router. The vSphere Namespace network segments come from
the CIDR ranges provided during the TKG activation process.

6. Platform operators deploy new Tanzu Kubernetes clusters into their assigned vSphere
Namespaces through the kubect/ CLI or Tanzu Mission Control.
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7. The platform operators can use Tanzu Mission Control to set Kubernetes Polices for
their clusters and use the TMC Catalog to deploy tools such as Fluent Bit configured
to work with vRealize Log Insight Cloud for log aggregation, Tanzu Observability for
capturing performance monitoring and metrics, or Harbor Image Registry for OCI
compliant images.

8. Platform operators can configure an Amazon S3 storage location for a backup
destination configured through Tanzu Mission Control.

TASKS

Task 1 - Create a vSphere Namespace

€ Unlike earlier labs in this workshop, you will share a 4-Node SDDC with other students
(You do not have a dedicated SDDC for your exclusive use), for this reason, the
majority of the tasks you will carry out will be related to the DevOps persona. All ITOps-
related tasks, except for creating a vSphere Namespace have been completed by the
instructor, those tasks include but are not limited to:

Activate TKG service and deploy the supervisor Cluster in vSphere
Setup the Gateway firewall rules to allow access for containerized applications

Install and Configure the CLI tools needed to manage the TKG Cluster(s)
etc..

& W=

While the creation of a vSphere Namespace is an ITOps task, you will perform it here,
beyond that all other tasks are DevOps-related.

vSphere Namespaces are set up by the vSphere Admin, run in the context of the
Supervisor Cluster and allow admins to control resource limits and other policies

Lab 10 - Deploy Tanzu Services and Application Page 3



H 4@. Pod \od Pod H
. .
. .
. -
- .

Contral  Worker Worker | Worker
Plane

HHH - 5 - -

Namespace Namespace
Supervisor Cluster xubén:.,
rh

w

. If you are no longer logged into your VDI desktop or lost the RDP session to the Tanzu

Desktop, then follow the instruction in Lab 10 Task 1 (Steps 1 through 8) before continuing
to step 2
From the Tanzu Desktop Launch Firefox, Edge or Brave
(NOTE: You will use this browser instance to access the SDDC vCenter as CloudAdmin)
In the browser go to https://vmc.vmware.com/sddcs/console
log in as:

« vmcexpert{1|2|3}-##@27virtual.net (where ## is your student number)

i.e vmcexpert1-02@27virtual.net
+ {Password-Provided-by-Instructor}

In the upper right-hand corner Click the dropdown next to <your-username>

Confirm you are logged into the correct Organization, If not select it

Note: Your correct Organization should be {Your-VMCEXPERT-Environment}-VCDRO1 e.g.
VMCEXPERT2-VCDRO1
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https://vmc.vmware.com/sddcs/console

VMCExpert2-32 .
VMCEXPERT2-VCD..

VMCEXPERT2-VCDRO1

ganizabion ID: ab535eff-1177-4a(

Change Organization

VMCEXPERT2-VCDRON

© v N

In the SDDC Tile, click Open vCenter
Click Show Credential

Copy the Default vCenter User Password (Store this for future use)
Click Open vCenter

Default vCenter Credentials X

Here are the default credentials you can use to log in to the vCenter web
client. You can also find it under the Connection info tab.
Default vCenter User Account

Username cloudadmin@vmc.local

Password PEEEERNRREERRRS 0 ﬂ;@

h-—a

(] Don't show this again CLOSE | (elx= RV ei={ hys"]

11.

12.
13.

14.

Log into vCenter as:
+ User Name: Cloudadmin@vmc.local
+ Password: (Paste in the Password from step 9)

Once Logged into vCenter, inspect the Host & Clusters Inventory view

Take note of the Supervisor Cluster Control VMs in the Mgmt-ResourcePool Resource
Pool

Also note the NameSpaces Resource Pool
In the Upper Left-hand corner, click the Hamburger Menu, Select Workload Management
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15. Click the Supervisors tab to confirm the Supervisor Cluster exists and is in a Health state

<

1K) g2 @
B cenersaoc 56926 74umuarevme com

~« [Ef | veenter.sddc-54-68-26-174vmwarevme.com |

Summary Monitor Configure

vCenter Details

v [[] Cluster-
= Version:
B 1023324
Build:
[ 1023325
Clusters:
[ 1w23326 Hosts:

& compute-ResourcePool
v (3 Mgmt-ResourcepPool
& NSX-Edge-0
S NSX-Edge-1
5 NSX-Manager-0
5 NSX-Manager-1

oy e
1 NSX-Manager-2 Tags

% SupervisorControlPlanevM (1)
=1 SupervisorControlPlaneVM (2)

&b SupervisorControlPlaneVM (3)

oo veenter

G ) Ng
Mo tags assigned

Permissions

Virtual Machines:

@ vcenter.sddc-54-69-26-174 vmwarevmc.com

703
20073839
1

3

9

Custom Attributes

Datacenters

1 ACTIONS

Hosts & Clusters VMs

Capacity and |

Last updated at 9:22
CPU

21.697

used

Memory

292.88 ¢

Storage

7 . 71 TB used

@

No custom attributes assigned

vSphere Client

() Home

Workload Management

& Shortcuts

2 sAtary
as Inventory

[ Content Libraries ADD SUPERVISOR
Workload Managemer /

Supervisor T

s Global Inventory Lists

O | cluster-1 3

Namespaces Su oerﬂso@f:erwces Updates

Namespaces Hosts

(
Services Config Status Host Cenfig Status |

‘ @ Running ' N/A |

[ Policies and Profiles
&1 Auto Deploy
{7 Hybrid Cloud Services

<> Developer Center

& Administration
E] Tasks
[ Events

k8s.Cluster-1.vce

16. Click the Namespaces tab
17. Click New Namespace

18. Expand vCenter (vcenter.sddc.ooexx.xx.xx.vmwarevmec.com) and select Cluster-1
19. Type {Your Username} in the Name field I.E. vmcexpert3-33

20. Click Create
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Create Namespace X

Select a Supervisor where you would like to create this namespace.

Supervisor (D ~ @ vcenter.sddec-34-223-119-121.vmwarevmc.com

Dowe (8)

vmcexpert]-01 L{E

Name (3

Description

A

€ We will now add come controls around the Namespace by limiting access through
RBAC, adding a Storage Policy and selecting the VM Classes that could be used to
create a Tanzu Cluster. We will also log into the Namespace via CLI

21. Onthe Namespace you just created, Click Add Permissions to restrict this Namespace to
your DevOps user account
22. In the Add Permissions Dialog Choose/enter the following
+ Ildentity Source: 27Virtual.net
+ User/Group: {Your User Name} |.E. VMCEXPERT3-33
* Role: Owner

23. Click OK
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Add Permissions

Add a user or a group to give access to this namespace

—

Identity source 2irtual. Net w
User/Group Search ) WMCExpert3-33
Role Owner o

_

= -4

24. In the Storage Tile, Click Add Storage
25. In the Select Storage Policies dialog, select vSAN Default Storage Policy

26. Click OK
Select Storage Policies X
C] Storage Policy T Total Capacity Available Capacity
[:] ) WM Encryption Policy 62.21TB 4677 TB
[:] ) Management Storage Policy - Re... 6221TB 46.77 TB
[:] ) Management Storage policy - Thin 62.21TB 46.77 TB
[:] ) Management Storage Policy - Str.. 62.21TB 46.77 TB
[:] ) Management Storage Policy - Sin.. 62.21TB 46.77 TB
[:] Management Storage policy - En.. 6221TB 4677 TB
v | vSAN Default Storage Policy 6221 TB 4677 TB
[:] ) WMC Workload Storage Policy - C.. 6221TB 4677 TB
1 8 items
K
27. Inthe VM Service Tile, Click Add VM Class
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28. Inthe Select Add VM Class dialog, select best-effort-medium, best-effort-small and best-

effort-xsmall
29. Click OK

Add VM Class

Add a WM Class for your developers to self-service VMs on this Namespace. WM Classes shown here were created using VM Service.

MANAGE VM CLASSES

D VM Class Name T T CPU CPU Reservation
(0 » | besteffort-2xiarge 8 VCPUs

(0 » | besteffort-axiarge 16 vCPUs

[ » | best-effort-8xlarge 32 vCPUs

] | best-effort-xsmall

Memory Memory Reservation PCI Devices Namespaces VMs
64 GB - - 0 0
128 GB 0 0
128 GB 0 0

w guaranteed-2xlarge 8 vCPUs 100%

i . P I T e ET_ 1mao

64 GB 100% - 0 0

1mn ~n 1mAe ~ ~

30. On the Status Tile In the vCenter Console, Click Open to open the Link to the Kubernetes

Control Plane

31. Copy and store this URL (Do not include the https:// and the trailing "/").

Note:
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(@) vmcexpert3-33 | :acTions

summary Monitor Configure Permissions Compute Storage MNetwork
Status i Permissions e Storage
Created 8/31/22 )
Can view @) O
Config Status (@) Mo users have permission to
(/] F{"Uﬂﬁiﬂg only view namespaces. Persistent Volume Claims
Kubernetes Status @ Can edit @ Storage Policies @
® Active No users have permission to edit VSAN Default Storag... |
: namespaces.
Location
(21 Cluster-1
Cowner @

=y = - - b .
@ veenter.sdde-54-69-26-174.. VMCExpert3-33

Link to CLI Tgg
Copy link | MANAGE PERMISSIONS EDIT STORAGE

32. Launch the Windows Terminal, in the PowerShell window, type the following command to
access your namespace

<p>kubectl vsphere login --server={Kubernetes Control Plane Endpoint}</p>

ILJ Click to copy
33. When Prompted for credentials:
+ Username: {enter your DevOps Username} |.E. vmcexpert3-33@27virtual.net
+ Password: {Password-Provided-by-Instructor}
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) B Administrator: PowerShell X -

¥ Student@TANZU-DT-1-81 C: » Lab_Files ) VCE ) Containers J

kubectl vsphere login k8s.cluster-1.vcenter.sdde—-34-223-119-121. vmWarevmc . com

¢ Username: vmcexpertl-e1@27virtual.net
KUBECTL_VSPHERE_PASSWORD environment variable is not set. Please enter the password below
Password:

[ Logged in successfully.

You have access to the following contexts:
k8s.cluster-1.vcenter.sdde-34-223-119-121. vmwarevmc . com
vmcexpertl-01

If the context you wish to use is not in this list, you may need to try
logging in again later, or contact your cluster administrator.

To change context, use ‘kubectl config use-context <workload name>"

¥ Student@TANZU-DT-1-81 _C: » Lab_Files » VCE ) Containers J

Task 2 - Create a Tanzu Kubernetes Cluster

A Tanzu Kubernetes cluster is a full distribution of the open-source Kubernetes container
orchestration platform that is built, signed, and supported by VMware. You can provision
and operate Tanzu Kubernetes clusters on the Supervisor Cluster by using the Tanzu
Kubernetes Grid Service. A Supervisor Cluster is a vSphere cluster that is enabled

with vSphere with Tanzu.

When you deploy a workload cluster, most of the configuration for the cluster is the same
as the configuration of the management cluster that you use to deploy it. Because of this,
the easiest way to create a configuration file for a workload is to start with a copy of the
management cluster configuration file.
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1. Launch the Windows Terminal. In the PowerShell window, type the following command to
access your namespace

<p>kubectl vsphere login --server={Kubernetes Control Plane Endpoint} --tanzu-

kubernetes-cluster-namespace={Your namespace created in task 1}</p>

ILJ Click to copy

2. When Prompted for credentials:
* Username: {enter your DevOps Username} vmcexpert3-33@27virtual.net
+ Password: {Password-Provided-by-Instructor}

<p>kubectl config use-context {Your namespace created in task 1}</p>

I Click to copy

J [ Administrator: PowerShell + -

b 5 ctidonteTanzionT-1-63 - S 1oh Eilac S WUCE S rontodiporc

kubectl vsphere login k8s.cluster-1.vcenter.sddc-34-223-119-121. vIWATEVNC . COM

Username: vmcexpertl-81@27virtual.net

KUBECTL_VSPHERE_PASSWORD environment variable is not set. Please enter the password below
Password:

Logged in successfully.

You have access to the following contexts:

cluster-1.vcenter.sddc-34-223-119-121. vmwarevmc. com

If the context you wish to use is not in this list, you may need to try
logging in again later, or contact your cluster administrator.

To change context, use *kubectl config use-context <workload name>

kubectl config use-context vmcexpertl-81

Switched to context "vmcexpertl-ei".

I
¥ Student@TANZU-DT-1-81 _ C: ) Lab_Files
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We will now edit and save the TKC manifest file which we'll use to create the Tanzu
Cluster

From your Tanzu Desktop, In windows explorer, navigate to C:\lab_files\vce\TMC

Locate the vmcexpert#.XX-cluster file

Double click the file to edit it in Visual Studio Code

With the File opened, review it's content. Observe the settings for StorageClass, VMClass
and replicas that will be used for this cluster

7. Editlines 6,7, 16 & 21

« name: {Your Student name}-cluster the value should have no braces {}

* Namespace: {Your student name}

+ vmC(lass: best-effort-xsmall

ok w

8. Save the file as {Your user name}-cluster.yml

! vmecexpert3-01-cluster.yml @

9. In Windows terminal, change directory to c:\Lab_Files\VCE\TMC
10. list the files, to confirm your cluster manifest file created in step 7 - 8 exists
11. run the following command to create the cluster

<p>kubectl apply -f .\{your username}-cluster.yml</p>

ILJ Click to copy

<p>kubectl get cluster {your username}-cluster</p>
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ILJ Click to copy

r'-| 2] Administrator: PowerShell x +

Student@TANZU-DT-1-01 Lab_Files

cd .. /TMC

§  Student@TANZU-DT-1-81 _ C: Lab_Files » VCE ) TMC J
1s

Directory: C:\Lab_Files\VCE\TMC

2/14/2023
2/1u4/2023
2/16/2023
2/14/20823

W

135 PM 694 Template-alpha-cluster.yaml
:35 PM 686 vmcexpert#-xx-cluster.yml
129 PM 624 vmcexpertl-0l-cluster.yml
:35 PM 6204 vmcexpert3-18-cluster.yml

¥  Student@TANZU-DT-1-61 _ C: » Lab_Files » VCE ) THMC

kubectl apply Awvmcexpertl-8l-cluster.yml
dnzukuannetesclustnl run. tanzu vmware. com/vmce\pnItl 8l-cluster created
kubectl get cluster vaewpertl a1- clustel
NAME PHASE AGE VERSION
vmcexpertl-0l-cluster Provisioned Tm51s vl.21.2+vmware.1

¥  Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » TMC

L2 I S ]

¢ NOTE: While the CLI may report that the Cluster has been provisioned, it may actually
take up to 5 mins for all the vSphere and NSX based tasks to complete. These tasks
include:

Deploying and configuring the Kubernetes cluster VMs
Creating a dedicated NSX network segment for the namespace
Deploying a T1 gateway for the Namespace

etc..

B W N

With the cluster now provisioned, we will re-authenticate to the TKG Supervisor Service
to get a new cluster context in your KUBECONFIG file.

12. Run the following login command to update the KUBECONFIG file:

<p>kubectl vsphere login --server={Kubernetes Control Plane Endpoint} --tanzu-
kubernetes-cluster—-namespace={Your namespace} —--tanzu-kubernetes-cluster—-name={Your

Cluster name}</p>

I Click to copy
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13. When Prompted for credentials:
+ Username: {enter your DevOps Username} vmcexpert3-33@27virtual.net
+ Password: {Password-Provided-by-Instructor}

<p>kubectl config use-context {Your cluster name}</p>

ILJ Click to copy

<p>kubectl get nodes</p>

I Click to copy

{J 5 Administrator: PowerShell X 4+~

%  Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » TMC J

kubectl vsphere login k8s.cluster-1.vcenter.sddc-304-223-119-121. vmwarevmc . com

Username: vmcexpertl-81€27virtual.net

KUBECTL _VSPHERE_PASSWORD environment variable is not set. Please enter the password below
Password:

Logged in successfully.

You have acc o the following contexts:
veenter.sdde-34-223-119-121. vmwarevme. com

If the context you wish to use is not in this list, you may need to try
logging in again later, or contact your cluster administrator.

To change context, use “kubectl config use-context <workload name>"

b Student@TANZU-DT-1-81 _ C:

kubectl config use-context vmcexpertl-@l-cluster
Switched to context "vmcexpertl-81-cluster".
b 4 Student@TANZU-DT-1-81 _C: ) Lab_Files ) VCE ) TMC J

kubectl get nodes
NAME STATUS ROLES AGE VERSION
vmcexpertl-81-cluster-gbbm2-qvf2q FEEG control-plane,master 31m  v1.21.2+vmware.l
vmcexpertl-81-cluster-workers-qlctig-6cd8ffd558-cbsls  Ready <none> 29m  v1.21.2+vmware.l
vmcexpertl-8l-cluster-workers—qlclg-6cd8ffd558-nhxid Ready <none> 29m v1.21.2+vmware.1l

b Student@TANZU-DT-1-81 _ C: ) Lab_Files ) VCE ) TMC J

14. In the vSphere Ul in the browser instance, switch back to "Hosts & Clusters" view
15. Expand the Namespaces Resource Pool

16. Identify your namespace and expand it

17. identify your cluster and expand it

18. Notice the nodes (VMs) that were deployed when you created your cluster
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< @ vcenter.sddc-34-223-19-121.vmwarevmc.com

Summary Maonitor Configure Parmissions Datacenters Hosts

vcenter.sddc-34-223-119-121.vmwarevmc.com

~ SDDC-Datacenter vCenter Details
~ [ Cluster-
[ 1023324
@ Version: 800
10.233.25
[ 10.233.2.6 Build: 20432146
7 10.233-2.}' Clusters: 1

s B CloudDR-Proxy-ResourcePool Hosts: 4

s (9 Compute-ResourcePool Virtual Machines: R

> (& Mgmt-ResourceBool

v @& Namespaces@
v (@] vmcexperthﬂ/g
v & Vmcexperﬂ-Ol-cIuster@

;-515 vmeexpertl-0l-cluster-gbbm2-guf2g

Lﬁ vmcexpertl-0l-cluster-workers-glcd ..
Lﬁ vmcexpertl-0l-cluster-workers-qlcd ..

Tags i Custom Attributes

> [@] vmcexpertl-32

Task 3 - Working with Pods and Deployments

Pods are the smallest execution unit in a Kubernetes cluster. In Kubernetes, containers
do not run directly on cluster nodes; instead one or more containers are encased in a pod.
All applications in a pod share the same resources and local network, easing
communications between applications in a pod. Pods utilize an agent on each node called a
kubelet to communicate with the Kubernetes APl and the rest of the cluster. Although
developers need API access, management of pods is transitioning to the domain of DevOps.

A Kubernetes pod is a collection of one or more Linux® containers, and is the smallest

unit of a Kubernetes application. Any given pod can be composed of multiple, tightly
coupled containers (an advanced use case) or just a single container (a more common use
case).

Difference between Kubernetes pods and nodes

Pods are an abstraction of executable code, nodes are abstractions of computer hardware,
so the comparison is a bit apples-and-oranges.

Pods are simply the smallest unit of execution in Kubernetes, consisting of one or more
containers, each with one or more applications and their binaries.
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Nodes are the physical servers or VMs that comprise a Kubernetes Cluster. Nodes are
interchangeable and typically not addressed individually by users or IT, other than when

maintenance is required.

namespace

Pord

Container 1

Container 2

L Localhost J

namespace

Container 3

Root Network Namespace

etho0 |

A Kubernetes Deployment is used to tell Kubernetes how to create or modify instances
of the pods that hold a containerized application. Deployments can scale the number of
replica pods, enable the rollout of updated code in a controlled manner, or roll back to an

earlier deployment version if necessary.

Benefits of Kubernetes Deployment

+ Kubernetes automates the work and repetitive manual functions that are involved in

deploying, scaling, and updating applications in production.
+ Since the Kubernetes deployment controller is always monitoring the health of pods and
nodes, it can replace a failed pod or bypass down nodes, replacing those pods to ensure
continuity of critical applications.
+ Deployments automate the launching of pod instances and ensure they are running as

defined across all the nodes in the cluster. More automation translates to faster
deployments with fewer errors.
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DEPLOYMENT

i‘EP’LICA SET HEPLIL‘A SET REPLICA SET

V1 V3

1. The Authentication token stored in your local KUBECONFIG file expires every 10 hours. You

may want to re-authenticate to the TKG Service before starting the lab to ensure you have
access to the Supervisor cluster.

Run the following login command to update the KUBECONFIG file:

<p>kubectl vsphere login --server={Kubernetes Control Plane Endpoint} --tanzu-

kubernetes-cluster—-namespace={Your namespace} --tanzu-kubernetes-cluster-name={Your
Cluster name}</p>

ILJ Click to copy
2. When Prompted for credentials:

+ Username: {enter your DevOps Username} |.E. vmcexpert3-33@27virtual.net
+ Password: {Password-Provided-by-Instructor}

<p>kubectl config use-context {Your cluster name}</p>

L Click to copy

€ Now let's create our first Kubernetes Pod

3. Run the following commands to create an NGINX pod and view it

<p>kubectl run nginx --image=nginx</p>
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ILJ Click to copy

<p>kubectl get pods</p>

I Click to copy

%  Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » THC
kubectl vsphere login k8s.cluster-1.vcenter.sdde-30-223-119-121. vmwarevnc. com

©)

j Username: vmcexpertl-81@27virtual.net

E KUBECTL_VSPHERE_PASSWORD environment variable is not set. Please enter the password below
Password:
Logged in successfully.

You have access to the following contexts:
k8s.cluster-1.vecenter.sddc-304-223-119-121. vmwarevmc. com
vmcexpertl-e1
vmcexpertl-el-cluster

If the context you wish to use is not in this list, you may need to try
logging in again later, or contact your cluster administrator

To change context, use ‘kubectl config use-context <workload name>
¥ Student@TANZU-DT-1-01
kubectl config use-context vmcexpertl -cluster
§ switched to conte "vymcexpertl-01-cluster”.
%  student@TANZU-DT-1-81 _ C: » Lab_Files ) VCE » THC
kubectl get nodes
NAME STATUS ROLES
vmcexpertl-81-cluster-qbbm2-qvf2q GEEGT control-plane, master
vmcexpertl-81-cluster-workers-qlcig-6cd8ffd558-cbsls Ready <none>
Ready <none> vl.21.2+vmware.1

giny -
Student@TANZU-DT-1-01 C: Lab_Files ) VCE ) TMC

kubectl get pods
NAME READY STATUS RESTARTS AGE

nginx 1/1 Running <]

17s
¥ Student@TANZU-DT-1-81 Lab_Files » VCE » THC J

We will now deploy a 2nd pod from a YAML file

4. In Windows Explorer, navigate to c:\Lab_Files\VCE\Pods
5. Open the nginx2.yaml file
6. examine the content of the file to determine what it specifies
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nginx2.yaml X

inx2.yam|

7. In Windows terminal, change directory to c:\Lab_Files\VCE\Pods
8. List the contents of the directory to confirm the nginx2 file exists
9. Let's create the Pod and examine it by running the following commands:

<p>kubectl apply -f .\nginx2.yaml</p>

I Click to copy

<p>kubectl get pod nginx2</p>

ILJ Click to copy
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¥  Student@TANZU-DT-1-61 C: » Lab_Files » VCE » TMC
cd ..\Pods\

¥ Student@TANZU-DT-1-81 ~ C: » Lab_Files » VCE ) Pods

1s

Directory: C:\Lab_Files\VCE\Pods

-a-—- 2/14/2923 3:35 PM 144 nginx2.yaml

kubectl apply LAnginx2.yaml
pod/nginx2 created

¥ Student@TANZU-DT-1-81 _C: » Lab_Files » VCE » Pods J

kubectl get pod nginx2 @
NAME READY STATUS RESTARTS AGE

nclnxﬂ 1/1 Running 15s

Student@TANZU-DT-1- Ell Lab_Files » VCE » Pods J

¥  Student@TANZU-DT-1-81 _C: ) Lab_Files @

Now let's create our 3rd pod and examine how to retrieve information about deployed
pods

10. In Windows terminal, run the following commands to deploy an Ubuntu pod with a standard
output, view details of the Pod and retrieve the standard output

<p>kubectl run ubuntu --image=ubuntu -- echo "Deploy human virtues of Compassion and
Humanity"</p>

I Click to copy

<p>kubectl get pod ubuntu</p>

L Click to copy

<p>kubectl describe pod ubuntu</p>

I Click to copy

<p>kubectl logs ubuntu</p>

ILJ Click to copy

Lab 10 - Deploy Tanzu Services and Application Page 21



¥ Student@TANZU-DT-1-01 = Lab_Files
kubectl run ubuntu echo
pod/ubuntu created

¥  Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » Pods J

kubectl get pod ubuntu @
NAME READY STATUS RESTARTS AGE

ubuntu a/1 CrashLoopBackof+ 1 155
p 4 student@TANZU-DT-1-81 _C: > Lab_Files » VCE ) Pods 4
kubectl describe pod ubuntu
Name : ubuntu @
Namespace: default
Priority: 2]
Service Account: default
Node: vmcexpertl-0l-cluster-workers-qlcldg-6cd8ffd558—nhxid/16.248.8.35
Start Time: Thu, 16 Feb 20823 15:22:84 -8560
Labels: run=ubuntu
Annotations: kubernetes.io/psp: vmmare-system-privileged
Status: Running
IP: 192.168.1.4
IPs:
IP: 192.168.1.4
Containers:
ubuntu:
Container ID: containerd://16e599714ald9ecfbfbb27ecefaa20Ue8e43931ebel8e328c2cdfu73aces61diu2
Image: ubuntu
Image ID: docker.io/library/ubuntu@sha256:9a8bdded188b896a372808Ube238U015e90e3F8U9086bT7580c1a53539b585fbbe7+
Port: <none>
Host Port: <none>
ATgs:
echo
Deploy human virtues of Compassion and Humanity
Terminated
Completed
e
Thu, 16 Feb 20823 15:22:508 | 2]
Finished: Thu, 16 Feb 2823 15:22:50 -0588
Last State: Terminated
Reason: Completed

Student®TANZU-DT-1-81 Lab_Files
kubectl logs ubuntu
Deploy human virtues of Compassion and Humanity
¥  Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » Pods

¢ What does the log show and why?

11. To get the YAML of running Ubuntu Pod, run the following command:

<p>kubectl get pod ubuntu -o yaml</p>

ILJ Click to copy

¢ The resultis that the API server returns the declarative YAML that can be used to build
a new Kubernetes manifest
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¥ Student@TANZU-DT-1-81 _ C: Lab_Files
kubectl get pod ubuntu yaml
apiversion: vl
kind: Pod
metadata:
annotations:
kubernetes.io/psp: vmware-system-privi
creationTimestamp: ©23-82-16T28:22:0UZ
labels:
run: ubuntu
name: ubuntu
namespace: default
resourceVersion: "9881"
uid: fecabeB6-a7eb-ldle-be7e-5d76
spec:
containers:

rgs :
- echo

- Deploy human virtues of Compassion and Humanity
image: ubuntu

imagePullPolicy: Always

name: ubuntu

resources: {}

terminationMessagePath: /dev/termination-log

terminationMessagePolicy: File

volumeMounts:

- mountPath: /var/run/secrets/kubernetes.io/serviceaccount

name: Kube-api-access-17jtw
readOnly: true

dnsPolicy: ClusterFirst
enableserviceLinks: true
nodeName: vmcexpertl-8l-cluster-workers-qlcig-6cd8ffd558-nhxud
preemptionPolicy: PreemptlLowerPriority
priority: @
restartPolicy: Always
schedulerName: default-scheduler
securityContext: {}
serviceAccount: default
serviceAccountName: default
terminationGracePeriodSeconds: 3@
tolerations:
— effect: NoExecute

key: node.kubernetes.io/not-ready

12. Now, let's cleanup after ourselves and remove the pods we deployed. to do so run the
following command:

<p>kubectl get pods</p>

ILJ Click to copy

<p>kubectl delete pods ubuntu nginx2 nginx</p>

L Click to copy

<p>kubectl get pods</p>

I Click to copy
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r_-' 2] Administrator: PowerShell X + -
¥  Student@TANZU-DT-1-61 _ C: » Lab_Files » VCE ) Pods J

kubectl get pods
NAME READY STATUS RESTARTS AGE

nginx 1/1 Running : 19m

nginx2 1/1 Running : 1dm

ubuntu 8/1 CrashLoopBackOff 18m
¥  Student@TANZU-DT-1-81 _ C:
kubectl delete pods ubuntu nginx2 nginx (::)

pod "ubuntu" deleted

pod "nginx2" deleted

pod "nginx" deleted
¥  Student@TANZU-DT-1-61 _C: » Lab_Files
kubectl get pods

No resources found in default namespace.

¥ Student@TANZU-DT-1-81 _C: » Lab_Files

Now, we will create a Kubernetes deployment.

A Deployment provides declarative updates for Pods and ReplicaSets.

You describe a desired state in a Deployment, and the Deployment Controller changes the
actual state to the desired state at a controlled rate. You can define Deployments to create
new ReplicaSets, or to remove existing Deployments and adopt all their resources with new
Deployments.

We will begin these lab steps by first disabling Pod Security Policies.

Pod Security Policies (PSPs) are sometimes used to limit what access pods have within a
Kubernetes cluster. For example, PSPs can be used to ensure Pods don't have sudo access
within the Kubernetes nodes. We disable Pod Security Polices as they have been
deprecated and we are not covering them in this course. Some versions of TKG have them
enabled by default.

13. In Windows Terminal run the following commands to disable PSP and deploy 3 nginx pods
as part of your 1st deployment:

<p>cd ..\Deployments\
1s</p>

ILJ Click to copy
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<p>kubectl apply -f .\disable-psp.yaml</p>

L Click to copy

<p>kubectl apply -f .\deployment-manifest.yaml</p>

L Click to copy

&7 Administrator: PowerShell X + ~

¥  student@TANZU-DT-1-81 _ C: » Lab_Files ) VCE ) Pods

cd ..\Deployments
& Student@TANZU-DT-1-01 C: Lab_Files » VCE Deployments
1ls

Directory: C:\Lab_Files\VCE\Deployments (::)

-a-—— 2/14/2823 638 deployment-manifest.yaml

3
-a-—— 2/14/2823 3:: 385 disable-psp.yaml
3:

-a-—- 2/14/2823 650 modified-deployment-manifest.yaml

T Student@TANZU-DT-1-01 C: Lab_Files » VCE Deployments

kubectl apply .\disable-psp.yaml
clusterrolebinding.rbac.authorization.k8s.io/default-thg-admin-privileged-binding created
p % _studenteTANZU-DT-1-61 _C: ) Lab_Files ) VCE ) Deployments 2

kubectl apply Adeployment-manifest.yaml
deployment.apps/myfirst-deployment created

b Student@TANZU-DT-1-01 _C: » Lab_Files ) VCE » Deployments

14. Now lets inspect the deployment and it's components with the following commands:

<p>kubectl get deployments</p>

ILJ Click to copy

<p>kubectl get replicasets</p>

I Click to copy

<p>kubectl get pods</p>

L Click to copy
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"_" 2] Administrator: PowerShell x e

Student@TANZU-DT-1-81 Lab_Files » VCE ) Deployments

kubectl get deployments
NAME READY UP-TO-DATE AVAILABLE AGE

my-FlIst deployment \j'a 3 em2ls

) 4 StudenteTANzU-DT-1-01 _C: ) Lab_Files ) VCE ) Deployments 3
kubectl get 1‘9pL1casets

NAME DESIRED CURREHT READ'Y’ AGE

myfllst deployment— ﬁuFTchgFu .; em35s

Student@TANZU-DT-1-81 Lab Flles m Deployments

kubectl get pods
NAME READY STATUS RESTARTS aE

myfirst-deployment-64+7cfdoFfU-5qxz9 1/1 Running 8 6mu2s
myfirst-deployment-64+f7cfdofu—nr7mn 1/1 Running 8 emu2s
myfirst-deployment-64FT7cfdo+U- pwnud 1/1 Running <] emi2s

¥  student@TANZU-DT-1-01 Lab_Files ) VCE ) Deployments

¢  We will now modify the deployment and also see how we can rollback a previous

version of the deployment

15. Modify the deployment and view its history and deployment details using the following

commands

<p>kubectl apply -f .\modified-deployment-manifest.yaml</p>

L Click to copy

<p>kubectl get deployment</p>

ILJ Click to copy

<p>kubectl rollout history deployment myfirst-deployment</p>

I Click to copy
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r'1 2] Administrator: PowerShell X +

¥  Student@TANZU-DT-1-61 _C: » Lab_Files » VCE » Deployments

.\modified-deployment-manifest.yaml

kubectl apply

deployment.apps/myfirst-deployment configured

¥ Student@TANZU-DT-1-01
kubectl get deployment

myflrst deployment 3/3

deployment.apps/myfirst-deployment
REVISION CHANGE-CAUSE

NAME READY UP—TD—DATE AUAILABLE AGE
8m26s

Student@TANZU- D‘I’ 1-61 Lab_ Flles > VCE » Deployments

kubectl rollout history depLoyment myfirst-deployment

1 The initial rollout of myfirst-deployment

2 My Updated deployment using nginx alpine image

¥  Student@TANZU-DT-1-81 C: » Lab_Files ) VCE » Deployments

Let's retrieve further information about this deployment by using the following command

<p>kubectl describe deployment myfirst-deployment</p>

I Click to copy

"_" 2] Administrator: PowerShell X =+

Student@TANZU-DT-1-81 Lab_Files > VCE ) Deployments

kubectl describe deployment myFlLst deployment
Name : myfirst-deployment
Namespace: default

CreationTimestamp: Thu, 16 Feb 2023 15:37:82 -85688

Labels: app=appl

Annotations: deployment.kubernetes.io/revision:
kubernetes.io/change-cause: My Updated deployment using nginx alpine image

Selector: app=appl

Replicas: 3 desired | 3 updated | 3 total |

StrategyType: RollingUpdate
MinReadySeconds: -]
RollingUpdateStrategy: 1 max unavailable, 1 max surge
Pod Template:
Labels: app=appl
tier=web
Containers:
nginx:
Image: nginx:1.22.08-alpine
Port: 80/TCP
Host Port: 8/TCP
Environment: <none>
Mounts: <none=>
Volumes: <none>
Conditions:
Type Status Reason
Available True MinimumReplicasAvailable
Progressing True NewReplicaSetAvailable
0OldReplicaSets: <none>

3

available | @ unavailable
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¢  We will now rollback the deployment to the previous version and clean up the
deployment once done.

16. Run the following commands to inspect the version history and rollback to a previous
version

<p>kubectl rollout history deployment myfirst-deployment</p>

I Click to copy

<p>kubectl rollout undo deployment myfirst-deployment --to-revision=1</p>

ILJ Click to copy

<p>kubectl rollout history deployment myfirst-deployment</p>

I Click to copy

) [ Administrator: PowerShell x 4+ -~

¥ Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » Deployments

kubectl rollout history deployment myfirst-deployment
deployment.apps/myfirst-deployment
REVISION CHANGE-CAUSE
i The initial rollout of myfirst-deployment
2 My Updated deployment using nginx alpine image

¥ Student@TANZU-DT-1-81 _ C: » Lab_Files ) VCE ) Deployments

kubectl rollout unde deployment myfirst-deployment
deployment.apps/myfirst-deployment rolled back

b Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » Deployments

kubectl rollout history deployment myfirst-deployment
deployment.apps/myfirst-deployment
REVISION CHANGE-CAUSE
My Updated deployment using nginx alpine image
The initial rollout of myfirst-deployment

b Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE ) Deployments

17. Run the following commands to cleanup your deployment and verify the cleanup removed
your deployment

<p>kubectl delete deployment myfirst-deployment</p>

I Click to copy
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<p>kubectl get deployments</p>

L Click to copy

<p>kubectl get replicasets</p>

L Click to copy

<p>kubectl get pods</p>

ILJ Click to copy

b  Student@TANZU-DT-1-81 _ C: » Lab_Files Deployments

kubectl delete deployment myfirst-deployment

deployment.apps "myfirst-deployment" deleted
¥ Student@TANZU-DT-1-81 _ C: ) Lab_Files » VCE ) Deployments
kubectl get deployments

No resources found in default namespace.

¥  Student@TANZU-DT-1-81 _C: » Lab_Files Deployments

kubectl get replicasets

No resources found in default namespace.
%  Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » Deployments
kubectl get pods

No resources found in default namespace.

¥  Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » Deployments

Task 4 - Working with Services & Load Balancers

A Kubernetes service is a logical abstraction for a deployed group of pods in a cluster
(which all perform the same function).

Since pods are ephemeral, a service enables a group of pods, which provide specific
functions (web services, image processing, etc.) to be assigned a name and unique IP
address (clusterlP). As long as the service is running that IP address, it will not change.
Services also define policies for their access.

Difference between a deployment and a service

In Kubernetes, a deployment is a method of launching a pod with containerized
applications and ensuring that the necessary number of replicas is always running on the
cluster.
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On the other hand, a service is responsible for exposing an interface to those pods, which
enables network access from either within the cluster or between external processes and
the service.
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Kubernetes services connect a set of pods to an abstracted service name and IP address.
Services provide discovery and routing between pods. For example, services connect an
application front-end to its backend, each of which runs in separate deployments in a
cluster. Services use labels and selectors to match pods with other applications. The core
attributes of a Kubernetes service are:

+ A label selector that locates pods

* The clusterlP IP address and assigned port number
+ Port definitions

+ Optional mapping of incoming ports to a targetPort

Services can be defined without pod selectors. For example, to point a service to another

service in a different namespace or cluster.

Service Types
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+ ClusterlP. Exposes a service that is only accessible from within the cluster.

* NodePort. Exposes a service via a static port on each node’s IP.

+ LoadBalancer. Exposes the service via the cloud provider's load balancer.

+ ExternalName. Maps a service to a predefined externalName field by returning a value
for the CNAME record.

1. In Windows Explorer, navigate to C:\Lab_Files\VCE\Services
2. Open the sve-manifest1.yaml file and examine its content

svc-manifestl.yaml X

: initial deployment

3. In Windows Terminal, execute the following commands to deploy the pods and service. Also,
review the service deployment

<p>cd ..\services

1s</p>

ILJ Click to copy

<p>kubectl apply -f .\svc-manifestl.yaml</p>

I Click to copy

<p>kubectl get services -o wide</p>

ILJ Click to copy
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<p>kubectl describe service myfirst-service</p>

I Click to copy

¥, Student@TANZU-DT-1-081 i Lab_Files Deployments
cd ..\Services\

¥ Student@TANZU-DT-1-81 _ C: » Lab_Files
1s

Directory: C:\Lab_Files\VCE\Services

-a--- 2/14/2023 3:35 PM 793 svc-manifestl.yaml

%  Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE ) Services

kubectl apply ve-manifestl.yaml
service/myfirst-service created
deployment.apps/nginx-deployment created
¥ Student@TANZU-DT-1-01 C: Lab_Files VCE Services
kubectl get services wide
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE SELECTOR
Kubernetes ClusterIP 10.96.0.1 <none> qu3/TCcp 3h51m <none=>
myfirst-service ClusterIP 19.98.122.71 <none> 8088/TCP 21s app=appl, tier=web
supervisor ClusterIP None <none> 6UU3/TCP 3h51m <none>
%  Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE ) Services
kubectl describe service myfirst-service
Name: myfirst-service
Namespace: default
Labels: <none>
Annotations: <none>
Selector: app=appl,tier=web
Type: ClusterIP
IP Family Policy: SingleStack
IP Families: IPvl
Ip: 10.98.122.71
IPs: 10.98.122.71
Port: <unset> 8088/TCP
TargetPort: 80/TCP
Endpoints: 192.168.1.16:86,192.168.2.8:860,192.168.2.9:86
Session Affinity: None
Events: <none>

4. Now, we will view the pods and delete one of them to observe what happens. Execute the
following commands to do so:

<p>kubectl get endpoints myfirst-service</p>

L Click to copy

<p>kubectl get pods</p>

I Click to copy

<p>kubectl delete pod {the name of one of your nginx-pods}</p>

ILJ Click to copy

<p>kubectl get pods</p>

I Click to copy
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5  Student@TANZU-DT-1-81 _ C: » Lab_Files @

kubectl get endpoints myfirst-service
NAME ENDPOINTS AGE

myfirst-service 192.168.1.10:860,192.168.2.8:80,192.168.2.9:88 2m38s

¥  Student@TANZU-DT-1-81 _ C€: ) Lab_Files

kubectl get pods
NAME READY STATUS RESTARTS AGE
nginx-deployment-7795785uUfb-9jFf1lz 1/1 Running 2] 2mu8s
nginx-deployment-77957854+fb-j2+2z lfl Running 8 2mi8s
ng1n< deployment-7795785UFfb- IToﬁl /1 Running 8 2mugs
m

kubectl delete pod njlna—deployment ?TQ%TaEHFb 9jflz (::)
pod "nginx-deployment—7795785Ufb-9jflz" deleted

b Student@TANZU-DT-1-81 _ C: » Lab_Files

kubectl get pods (::)
NAME READY STATUS RESTARTS GE

nginx-deployment-7795785Ufb-j2F2z 1/1 Running ] Um3us
nginx-deployment-7795785Ufb-r7861 1/1 Running 8 Um3ds
njan deployment-7795785U+Fb- erbq 1/1 Running 8 55s

Student@TANZU-DT-1-81 Lab_Files

¢ Question: How does deleting a pod affect the cluster?

+ Did a new pod get created to replace that deleted pod?

How did the endpoints change?
+ How might this affect access from other applications?

5. Now let's run a container that has the curl command installed in the image. Let's use the

following imperative commands to deploy a curl container and exec into a shell

<p>kubectl run curlpod -it --image=curlimages/curl -- sh</p>

I Click to copy

<p>curl myfirst-service:8080</p>

ILJ Click to copy
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2] Administrator: PowerShell x =+

%  Student@TANZU-DT-1-81 _ C: » Lab_Files ) VCE )

kubectl run curlpod sh
If you don't see a command prompt, pressing enter.
/ $ curl myfirst-service:8680 <jj>
<!DOCTYPE html>
<html>
<head>
<title>Welcome to nginx!</title=
<style>
html { color-scheme: light dark; }
body { width: 35em; margin: @ auto;
font-family: Tahoma, Verdana, Arial, sans-serif;
</style>
</head>
<body>
<hl>Welcome to nginx!</hl>
<p>If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.</p=>

<p>For online documentation and support please refer to
<a href="http://nginx.org/">nginx.org</a>.<br/f>
Commercial support is available at

<a href="http: //nginx.com/">nginx.com</a>. </p>

<p><em>Thank you for using nginx.</em></p>
</body>

</html>

/%

Now, let's perform a cleanup before moving forward. To do so we will exit Curl, delete the
service and any containers. Execute the following commands:

<prexit</p>

ILJ Click to copy

<p>kubectl get services
kubectl get pods</p>

I Click to copy

<p>kubectl delete -f .\svc-manifestl.yaml</p>

L Click to copy

<p>kubectl delete pod curlpod</p>

L) Click to copy
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J B Administrator: PowerShell

y>
Welcome to nginx!</hl>

< f you see this page, the nginx web server is successfully installed and
working. Further configuration is required.</p=>

<paF01 onllne documuntitlon and supp01t ase refer to

p><em>Thank you for using nginx.</e
</body>
</html>
/ % exit
Session ended, resume using 'kubectl attach curlpod -c curlpod -i -t' command when the pod is running
% Student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » Services J
kubectl get services
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
Kubernetes ClusterIp 10.96.0.1 <none> au3/Tcep dhlm
myfirst-service ClusterIP 16.98.122.71 <none=> 8e8e/TCP amdils
supervisor ClusterIp None <none> eUU3/TCP dhlm
¥  Student@TANZU-DT-1-81 _ €: » Lab_Files » VCE ) Services
kubectl get pods
NAME READY STATUS RESTARTS
curlpod 1/1 Running 1
nginx-deployment-7795785Ufb-j2f2z 1/1 Running 2]
ngin: Loyment-7795785Ufb-r7861 l,l Running 9
|1g1n-: deployment-7795785UFb- s'leq /1 Running
kubectl delete .\sve- manl#ostl ydml
service "myfirst-service" deleted
deployment.apps "nginx-deployment" deleted
) 4 Student@TANZU-DT-1-61 _C: ) Lab_Files ) VCE ) Services 4
kubectl delete pod curlpod
pod "curlpod" deleted
¥  student@TANZU-DT-1-81 _ €: » Lab_Files }» VCE » Services

Task 5 - Load Balancer Service

A core strategy for maximizing availability and scalability, load balancing distributes
network traffic among multiple backend services efficiently. A range of options for load-
balancing external traffic to pods exists in the Kubernetes context, each with its own
benefits and trade-offs.

Load distribution is the most basic type of load balancing in Kubernetes. At the dispatch
level load distribution is easy to implement. Each of the two methods of load

distribution that exist in Kubernetes operates through the kube-proxy feature. Services in
Kubernetes use the virtual IPs which the kube-proxy feature manages.

P addresses for Kubernetes pods are not persistent because the system assigns each new
pod a new IP address. Typically, therefore, direct communication between pods is
impossible. However, services have their own relatively stable IP addresses which field
requests from external resources. The service then dispatches the request to an available
Kubernetes pod.

Kubernetes load balancing makes the most sense in the context of how Kubernetes
organizes containers. Kubernetes does not view single containers or individual instances of
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a service, but rather sees containers in terms of the specific services or sets of services they
perform or provide.

Load Blancer

NN N
Pod Pod Pod

¢  Inthis task, we will use a supplied YAML manifest to provision a deployment and a
Load Balancer

1. In Windows Explorer, navigate to C:\Lab_Files\VCE\Load_Balancers
2. Open the Ib-manifest.yaml file and review its content
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3. In Windows Terminal, execute the following command to provision and investigate the
deployment:

<p>cd ..\Load Balancers
1s</p>

I Click to copy

<p>kubectl apply -f .\lb-manifest.yaml</p>

I Click to copy

<p>kubectl get services -o wide</p>

L Click to copy

<p>kubectl describe service myfirst-lbservice</p>

I Click to copy
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¥ Student@TANZU-DT-1-081 C: Lab_Files » VCE » Services

cd ..\Load_Balancers\

%  student@TANZU-DT-1-81 _ C: » Lab_Files » VCE » Load_Balancers
1s

Directory: C:\Lab_Files\VCE\Load_Balancers

o 2/14/20823 3:35 PM 779 lb-manifest.yaml

hkubectl apply .\lb-manifest.yaml
service/myfirst-lbservice created
deployment.apps/game-deployment created

kubectl get services wide
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
kubernetes ClusterIP 10.96.6.1 <nnna: au3/TCP Uh7m
myfirst-lbservice [GEGLEVET (=) o 10.167.123.229 16.200.4.4 860:31200/TCP 13s
supervisor ClusterIP None <none> 6U0U3/TCP ah7m

kubectl describe service myfirst-lbservice
myfirst-lbservice
default

<none>
<none>
app=game
3 LoadBalancer
Family Policy: SingleStack
IP Families: IPvd
Ip: 16.1687.123.229
IPs: 16.1687.123.229
LoadBalancer Ingress: 18.2048.4.4
Port: <unset> 86/TCP
TargetPort: 80/TCP
NodePort: <unset> 31200/TCP
Endpoints: 192.168.1.13:86,192.168.1.14:80,192.168.2.10:80
Session Affinity: None
External Traffic Policy: Cluster
Events:
Type Reason From Message

SELECTOR
<none>
app=game
<none>

¢ Questions:

1. What is the Cluster IP of the Service
2. What is the External IP of the Service
3. Which Port is the NodePort running on

4. From the Tanzu desktop, open a browser instance and navigate to the external IP of the

Load Balancer service
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5. Try out your Tetris skills
6. Delete the deployments, replica sets, pods and services by executing the following
command

<p>kubectl delete -f .\lb-manifest.yaml</p>

ILJ Click to copy

Conclusion

Pods allow you to deploy closely coupled components together as separate
containers. For instance, you can bundle an app and a proxy for that app that adds an
encryption layer together so encrypted traffic goes in and out of the app without modifying
the app container.

Pods in a Kubernetes cluster can be used in two main ways:

Pods that run a single container. The “one-container-per-Pod” model is the most
common Kubernetes use case; in this case, you can think of a Pod as a wrapper around a
single container, and Kubernetes manages the Pods rather than the containers directly.

Lab 10 - Deploy Tanzu Services and Application Page 39



Pods that run multiple containers that need to work together. A Pod might
encapsulate an application composed of multiple co-located containers that are tightly
coupled and need to share resources. These co-located containers might form a single
cohesive unit of service-one container serving files from a shared volume to the public,
while a separate “sidecar” container refreshes or updates those files. The Pod wraps these
containers and storage resources together as a single manageable entity.
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