Lab 03 - SDDC Networking & Native AWS
Integration

Introduction

One of the most compelling reasons to adopt VMware Cloud on AWS is to integrate your
existing systems which sit in your VMware Cloud environment, with application platforms
that reside in your AWS Virtual Private Cloud (VPC) environment. The integration which
VMware and AWS have created allows for these services to communicate, for free, across a
private network address space for services such as EC2 instances, which connect into
subnets within a native AWS VPC, or with platform services that have the ability to connect
to a VPC Endpoint, such as S3 Storage.

Understanding Integration with AWS Services

Viware Cloud on AWS

Linked-Mode

vCenter vCenter

vSphere vEAN

As the above diagram illustrates, the VMware stack not only sits next to the AWS services
but is tightly integrated with these services. This introduces a new way of thinking about
how to design and leverage AWS services with your VMware SDDC. Some integrations our
customers are using include:

+ VMware front-end and RDS backend
+ VMware back-end and EC2 front-end
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+ AWS Application Load Balancer (ELBv2) with VMware front-end (pointing to private IPs)
+ Lambda, Simple Queueing Service (SQS), Simple Notification Service (SNS), S3, Route53,

and Cognito
« AWS Lex, and Alexa with the VMware Cloud APIs

These are only a few of the integrations we've seen. There are many different services that
can be integrated into your environment. In this exercise we'll be exploring integrations
with both AWS Simple Storage Service (S3) and AWS Relational Database Service (RDS).

How are these integrations possible?

In addition to sitting within the AWS Infrastructure, there is an Elastic Network Interface
(ENI) connecting VMware Cloud on AWS and the customer’s Virtual Private Cloud (VPC),
providing a high-bandwidth, low latency connection between the VPC and the SDDC. This is
where the traffic flows between the two technologies (VMware and AWS). To leverage native
AWS services on your SDDCs, deploy your AWS EC2 workloads in the same availability zone

to avoid cross AZ traffic charge.

How is traffic across the ENI secured?

From the VMware side (see image below), the ENI comes into the SDDC at the Compute
Gateway (NSX Edge). This means, on this end of the technology we allow and disallow traffic
from the ENI with NSX Firewall rules. By default, no ENI traffic can enter the SDDC. Think of
this as a security gate blocking traffic to and from AWS Services on the ENI until the rules

are modified.
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On the AWS Services side (see image below), Security Groups are utilized. For those who are
not familiar with Security Groups, they act as a virtual firewall for different services (VPCs,

Databases, EC2 Instances, etc). This should be configured to deny traffic to and from the
VMware SDDC unless otherwise configured.
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€) Inthis exercise, everything has been configured on the AWS side for you. You will
however walk through how to open AWS traffic to come in and out of your VMware
Cloud on AWS SDDC.

Note:There is a requirement in this lab to have completed all the steps in the Working
with your SDDC Lab.

TASKS

Task 1 - Allow traffic through the ENI

In this lab, you will configure service integration and consumption between the SDDC and
AWS Connected VPC. We will use the web server VMs you created in the previous lab to
consume services in AWS. We start by consuming an RDS database. We then have optional
exercises where you'll consume other services such as ELB, & NFS

Task 1.1 - Create Security Groups

We will now create a security group we will use in the firewall rules to allow traffic to and from
the AWS RDS.

In the VMware Cloud on AWS portal click the Networking & Security tab
Click Groups in the left pane

Click Compute Groups

Click ADD GROUP

Eal S
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Type PhotoAppVM for the Name
Click the Set Member link

In the popup, Select Members Tab
From the Drop Down change the Category to Virtual Machines
Select and check Webserver01 and Webserver02
Click Apply to close the popup then Save
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Select Members | PhotoAppVM X
Add Compute Members either by creal, by directly adding them

Membership Criteria (0 Vle'nbersah-/ P Addresses (0 MAC Addresses (O

Category  Virtual Machines (selected: 1) e
N

[ ] webserver0l o View Details
[
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Task 1.2 - Create Gateway Firewall rule

We will now create the required firewall rules to allow the PhotoAppVM access to Services
running in the Connected VPC and vice versa.

—_— o )
AWM OW

15.

Nk WN =

Click Networking & Security tab in your VMware Cloud on AWS Portal

Click Gateway Firewall in the left pane

Click and select Compute Gateway

Click+ ADD RULE

Click on the "New Rule" Text to change the name of your new rule to AWS Inbound
Hover over the Source field and click on the blue Edit button

In the popup, Select Connected VPC Prefixes

Click Apply to close the popup

Hover over the Destination field and click on the blue Edit button

In the popup, Select PhotoAppVM

. Click Apply

Leave Service as Any

Leave applied to as All Uplinks

Repeat Steps 4 - 13 to create a 2nd rule - This time set
« Name the Rule AWS Outbound
* PhotoAppVM as the Source
+ Connected VPC Prefixes as the destination

MySQL for Services. You can use the filter in top right of the popup or scroll to find it

Add a 3rd Firewall rule Named Public In & set as follows:
* Any as Source
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* PhotoAppVM as Destination

« HTTP as Services
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¢ Note: Make sure to leave All Uplinks in the Applied To section.

Summary Networking & Security Add Ons Maintenance roubleshooting Settings Support
Overview Gateway Firewall ©)
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Task 2 - Enable Public Internet access to the PhotoAppVM

The PhotoAppVM (webserver01) currently has a private IP address (10.10.X.X) and thus not
internet routable. to allow public internet access to the VM You'll first need to request a Public
IP address. After the public IP address is provisioned, you will configure NAT to direct traffic
from the public IP address to the private IP address of the PhotoAppVM.

Task 2.1 - Request a public IP address

€ You canrequest public IP addresses to assign to workload VMs to allow access to these
VMs from the internet. VMware Cloud on AWS provisions the IP address from AWS.

As a best practice, release the public IP addresses that are not in use.

¢ Prerequisites

Verify that your VM has been assigned an IP address assigned from its logical network.
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You will be using the VM created in the previous module in order to complete this exercise.

1. Inyour vCenter interface for VMware Cloud on AWS, find your Webserver01 VM you
deployed, and ensure it has been assigned an IP address as shown in the graphic.
2. Take note of the IP address (Record the IP in the Excel Workbook provided)

Task 2.1.1 - Request Public IP

1. Go back to your VMware Cloud on AWS portal and click on the Networking & Security tab

in order to request a Public IP address
Click Public IPs in the left pane

Click on REQUEST NEW IP

In the notes area type PhotoApplIP
Click SAVE

ok wnN

Network Address Translation (NAT) for webserver01)
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Task 2.2 - Create a NAT Rule

Click NAT in the left pane
Click ADD NAT RULE
Type PhotoApp NAT for Name
Ensure the Public IP you requested in the previous step appears under Public IP (it should
auto populate, but if it does not click back on the Public IPs menu item and take note of the
IP)
Leave All Traffic(no change)
6. For the Internal IP, type the IP address of your Webserver01 VM you noted in task 2.1
See your Excel workbook for this IP if you've forgotten it
7. Move the Slider to the right (YES) to enable Logging
8. Click SAVE (a green successful notification should appear momentarily)

Cal

U
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Task 3 - AWS Relational Database Service (RDS) Integration

Amazon RDS makes it easy to set up, operate, and scale a relational database in the cloud.
It provides cost-efficient and resizable capacity while automating time-consuming
administration tasks such as hardware provisioning, database setup, patching, and
backups. It frees you to focus on your applications so you can give them the fast
performance, high availability, security, and compatibility they need.

In this exercise, you will be able to integrate a VMware Cloud on AWS virtual machine to
work in conjunction with a relational database running in Amazon Web Services (AWS) that
has been previously set up on your behalf.
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Task 3.1 - View AWS RDS Instance

On your browser, open a new tab and go to: https://vmcexpert{#}.signin.aws.amazon.com/
console where {#} indicates your AWS environment (1, 2 or 3)

The Credentials below are from the AWS Console portion of your student lab assignment sheet

1. Account ID or alias: vmcexperti# i.e vmcexpert1, vmcexpert2 or vmcexpert3
2. |IAM user name: VMCEXPERT#-XX(where # is your Environment ID and XX is the
number assigned to you)

3. Password: <AWS Console PW provided By your instructor>

Click Sign In
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aws

Sign in as IAM user

Account ID (12 digits) or account alias

©

IAM user name

(~)

Password

- m

Sign in using root user email

©©

Forgot password?

English V|

mcerper o Amazon Lightsail

Lightsail is the easiest way
VMCEXPERT1-01 % to get started on AWS

Terms of Use Privacy Policy © 1996-2021, Amazon Web Services, Inc. or its afliliates.

1. You are now signed into the AWS console. Make sure the region selected is US West Oregon
us-west-2 |f you are using vmcexpert1 or vmcexpert2 environments or chose Europe
(Frankfurt) eu-central-1, if you are using vmcexpert3

2. Expand the All Services drop down then select the RDS service under the Database group

gin X 0 v on X @ AWS Manageme:

X +

Incognito

£\ Student20 @ vmcworkshop ¥ Oregon ¥ Support ¥

* Favorites All services
@ Resource Gro... {#} Compute @ Customer
EC2 Enablement

Lightsail [4
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< Satellite
Ground Station

8 Quantum
Technologies

Translate
AWS DeepComp..
Management &
Governance
On
CloudW
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oudFormation

Redshift

x

[ Front-end Web &

Amazon L
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Simple
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AWS Cost
Management
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4. In the Amazon RDS left pane click on Databases

5. Search for your student number (i.e. 01 through 31) Click the text under the DB Identifier
column into the RDS instance that corresponds to your designated student number

6. Ensure that you are on the Connectivity & Security Tab, Scroll down to the Connectivity &
Security section, look inside the Security subsection at the Public Accessibility details.
Notice the RDS instance is not publicly accessible, meaning this instance can only be
accessed from within AWS.

aws

Services ¥ Q £\ VMCEXPERT3-01 @ vmcexpert3 ¥  Frankfurt ¥  Support ¥

Amazon RDS X RDS Databases
Dashboard Databases
Databases o
N @ Group resources Restore from 53 Create database
Query Editor
Performance Insights Q 1 &
Snapshots
Automated backups DB identifier A Role ¥ Engine v Region & AZ ¥ S

Reserved instances
vme-vmeexpert3-01db Instance MySQL Community eu-central-1a d
Proxies i

Subnet groups

Parameter groups

Option groups

Events

Event subscriptions

Recommendations o

Certificate update

RDS Databases vmc-vmecexpert3-01db

vmc-vmcexpert3-01db Modify | [ Actions ¥
Summary
DB identifier CPU Status Class
wvme-vmeexpert3-01db 0 112.42% @ Available db.t2.micro
Role Current activity Engine Region & AZ
Instance 1 0 Connections MySQL Community eu-central-1a
Connectivity & security Monitoring Logs & events Configuration Maintenance & backups Tags

Connectivity & security

Endpoint & port Networking Security
Endpoint Availability zone WPC security groups
VMC-vmcexpert3- eu-central-1a VMCEXPERT3-01-RDS-Inbound (sg-
01db.cbgfdbixxchu.eu-central- 0ab46241955d7c0fe)
1.rds.amazonaws.com VPC (active’}

VMCEXPERT3-01 (vpc-
Port 0c3483b34993e2f41) Public accessibility
3306

Subnet group

vmcexpert3-01subnetgroup Certificate authority
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Task 3.2 - View the AWS RDS pre-configured Security Policy settings

1. Click on the blue hyperlink corresponding to your Student##-RDS underneath the VPC
Security groups text

2. Check/ Select the Student##-RDS-Inbound RDS Security group corresponding to you (may

not match your student number.

After highlighting the appropriate security group click on the Inbound tab in the pane below

4. Review the Inbound rules, and note that your PhotoAppVM should be allowed access to TCP
Port 3306

5. Click Outbound tab

6. You can see All traffic (internal to AWS) is allowed; this includes your VMware Cloud on AWS
SDDC logical networks.

w

Security Groups (1/1) info Create security group G
Q 1 @
search: sg-0ab46241959d7c0fe X ‘ | Clear filters |

Name v Security group 1D v Security group name ¥ VPCID v Description v Owne

- sg-0ab46241959d7c0fe \o, VMCEXPERT3-01-RDS-... vpc-0c3483b34993e2f41 [4 VMCEXPERT3-01-RDS-... 8244C

| »
- E = =

5g-0ab46241959d7c0fe - VMCEXPERT3-01-RD5-Inbound

Details Inbound n@ Qutbound rules Tags

Inbound rules (2) Edit inbound rules
Q 1 @
Name Security group rule... ¥ IP versi... ¥ Type v Protocol Portra... ¥ Source v L
- sgr-Oe6c11e0f0bf82e82 1Pv4 MYSQL/Aurora TCP 3306 67.198.12.121/32
sgr-0bf029b8c6223771b 1Pva MYSQL/Aurora TCP 3306 10.10.0.0/16
[l

¢) Note: VMware Cloud on AWS establishes routing in the default VPC Security
Group, only RDS can leverage this or create its own

Task 3.2.1 - View the AWS RDS ENI Settings

AWS Relational Database Service (RDS), also creates its own Elastic Network Interface (ENI) for
access which is separate from the ENI created by VMware Cloud on AWS.

1. Click on the Services drop down to go back to the Main Console
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2. Click on EC2 under Compute
3. Inthe upper left-hand corner move the slider left to close the New EC2 Experience page
If you get the Feedback to EC2 dialog, click Cancel

£\ Student20 @ vmcworkshop ¥ Oregon ¥ Support ¥

X
W Favorites All services

@ Resource Grou... & Comy @ Customer @ Machine Learning [ Front-end Web &
EC Enablement - . Mobile
[
Recently visited

=== Blockchain
- & AR& VR
Armazon Sumerian
B Storage
<3 B Application
Int i
St

EFS
£ Quantum
Technologi

=] Management &
Governance

B Database
RDS

B AWS Cost
Management

Expl

Analytics
Athena &7 Customer

4. From the EC2 Dashboard navigate to the Network & Security menu in the left panel
then click Network Interfaces.

5. All Student environments belong to the same AWS account, therefore, hundreds of ENI's
may exist.
In order to minimize the view type RDS in the search area and press Enter to add a filter

6. Expand the Security Group column to see the names or the Primary Private IPv4 column
(the 2nd and 3rd number in the 2nd octet corresponding to your student number) and to
find your VMCEXPERT#-XX-RDS-Inbound security group corresponding to your student
number.

7. Check the box to your corresponding RDS SG as found in the steps above
Note:

8. Once selected, look in the details pane below to find the Primary private IPv4 IP. Copy
this address to your notes for the next step
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Network Interface S/ ) . )
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Launch Configurations 02:7ecB60:d468

Auto Scaling Groups ¥ Instance details e

Feedback English (US) v € 20 2021, Amazon Web Ser s, Inc. or ils affiliates. All rights reserved Privacy Policy Terms of Use Cookie preferences

Task 3.3 - Configure & Test the PhotoApp against the AWS RDS

You will now access the PhotoApp and update it's Database Connection (DSN - Data Source
Name) by pointing it to the RDS instance. Once this is done you'll test the app by uploading
some photos into the gallery.

1. On your smart phone (tablet or personal computer), open up a browser and type your public
IP address you requested in the VMware Cloud on AWS portal in the browser address bar
followed by /Lychee (case sensitive) ie: 1.2.3.4/Lychee

Q¢ NOTE: This is the IP You used to setup the NAT Rule for webserver01 (Task 2.1.1, Steps
3-6). See your worksheet, if you recorded it there.

2. Enter the database connection information below (case sensitive), using the IP address
(Primary Private IP) you noted in the previous task from the RDS ENI:
« Database Host: X.X.X.X
« Database Username: admin
+ Database Password: <AWS Console PW provided By your instructor>

3. Click Connect (Username and Password are Case-Sensitive)
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< C A Notsecure | 3.124.134.58/Lychee @ Yt @) Incogrito

B ViManagement @ Web01 @ Web02 @ NSX3-TierApp-0la @ NSX3-TierApp-02a @ Planespotter @ VMware Cloud SDDC

@En{er your database connection details below:

172.101.5.47

Lychee will create its own database. If required, you can enter the
name of an existing database instead:

©)

4. In the 'Enter a username and password for your installation dialog type
+ admin
« AWS Console PW provided By your instructor (you will use this PW to login in the
upcoming lab tasks so ensure you set it with appropriate case)

5. Click Create Login
6. Upload a few images into the Public folder

< C A Notsecure
L8 ]

Smart Albums

Jounin

UnsB Z ; RecC L3,

8 photos 5 photos 0 photos & pholos
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Congratulations, you have successfully logged in to the photo app, configured it to use the AWS
RDS Database running in the Connected VPC and uploaded some images.

Conclusion

In summary, the front end (web server) is running in VMware Cloud on AWS as a VM, the back
end which is a MySQL database is running in AWS Relational Database Service (RDS) and
communicating through the Elastic Network Interface (ENI) that gets established upon the
creation of the SDDC.

You have completed the required AWS Integration Lab.

OPTIONAL LABS

VMware Cloud on AWS enables you to have a hybrid cloud platform by running your
VMware workloads in the cloud while having seamless connectivity to your AWS native
services.

The integration which VMware and AWS have created allows for these services to
communicate, for free, across a private network address space for services such as EC2
instances, which connect into subnets within a native AWS VPC, or with platform services
which have the ability to connect to a VPC Endpoint, such as S3 Storage.

In these optional lab exercises we will build on what we learned from the previous lab tasks
by configuring integration with other Native AWS Services such as:

« Amazon Elastic File System (EFS)
+ Elastic Load Balancing (ELB)
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€ When you deploy an SDDC on VMware Cloud on AWS, it is created within an AWS

account and VPC dedicated to your organization and managed by VMware. You must

also connect the SDDC to an AWS account belonging to you, referred to as the

customer AWS account. This connection allows your VMC SDDC to access AWS services

belonging to your AWS VPC account.

Optional Lab 1 - Consuming EFS Storage in VMC on AWS

Although the VMware Cloud on AWS SDDC Provides a multi-TB datastore for storing Virtual
Machines and supporting files, there may be specific criteria of application data that you
want running on your NVMe drives, and other data that is classified as ‘lower tier'. If that is
the case, one of the options you have with VMware Cloud on AWS is to leverage Amazon
Elastic File System (EFS) for additional data. You can think of EFS as a very simple and easy
to use Network File Share. A single EFS can be added to multiple VMs if you choose to do so,

or to single VM
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¢ Prerequisites:

+ Configure Compute Gateway Firewall Rules for Elastic Network Interface (ENI) traffic
+ Configure AWS Security Groups to allow traffic to/from VMware Cloud on AWS (VMCQ)
« Amazon supports this for Linux operating systems only at this time.

Task 1 - Configure VMC on AWS Gateway Firewall Rules

Because all traffic over the ENI is denied by default, you need modify the gateway firewall to
allow the required traffic to flow uninterrupted. For this reason we will modify the "AWS
Outbound" rule on the Compute Gateway to allow access to EFS over the ENI.

Click Gateway Firewall
Click Compute Gateway

Select NFS(TCP) & NFS(UDP)
Click Apply
Click Publish

Nk wWDN =~

< ALL SDDCs

(\) Student20 | VMware Cloud on AWS 8 US wWest (Orego

Networking & Se}un‘.‘_v

Overview Gateway Firewall

Network Management Gateway Compute Galewh'/
Segments -
VPN

- + ADD RULE

Tier-1 Gateways

Transit Connect Name

Security e
Gateway Firewall\Sgl/

Distributed Firewall

Inventory
Groups
Services
Virtual Machines
Tools : Default Uplink R
PFIX

Port Mirroring

System
DNS
DHCP

Global Cenfiguration

In the VMC on AWS Console Click the Networking & Security tab

Hover over the Services field of the "AWS Outbound" Rule and Click the Edit (Pencil Icon)
In the Search field of the Set Services Dialog Type NFS & Press Enter

OPEN VCENTER ‘ ‘ ACTIONS ~ ‘

Allow

Allow

Allow

o)
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Set Services X
Rule > AWS Qutbound
MySGL x NFS x NFS (UDP) X
= (NFS x e CLEAR X
Name Service Entries Status
O > & NFS-Server-TCP TCP (Source: Any | Destination: 2049) @ Success C
M H > B NFS-Server-UDP UDP (Source: Any | Destination: 2049) @ Success ¥
-
[ ] e > @ NFS (TCP) TCP (Source: Any | Destination: 2049) @ Success 2
(] o > @ NFS (UDP) UDP (Source: Any | Destination: 2049) @ Success
.
e > @ NFS . TCP (source. Any | Destination. 1)
(] > @ NFS Client UDP UDP (Source: Any | Destination: 111)
2 () REFRESH 1- 6 of & Services
Show Only Selected ()
L(o)]

Management Gateway Compute Gateway

-~ ADD RULE Filte Name. Pat i a =
| | Name [+ Sources Destinations Services Applied To Action

] Publicn 2028 Any PhotoAppVM HTTP All Upli ® Alow

v 7 ® Alow

|_| AWSinbound 2027 Connected VPC Pref PhotoAppVM Any All Upli e Alow - |

[[] Default VTI Rule 1012 Any Any any PN Tu e Drop ~ |
Default Uplink R Any Any Any All Upli.. ® Drop -

Task 2 - Review the EFS Settings in AWS

We will now access the AWS Console to confirm the existence of a pre-deployed EFS. We'll also
need to identify the IP address of the EFS, as we'll need to to create the mount in your Virtual
Machine.
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1. Log into the AWS console using the AWS console link and credentials in the student lab
assignments worksheet.

2. Confirm you are administering services in the Oregon Region (top right corner drop down)

3. If not, Click the drop-down and select US West (Oregon) us-west-2 (If you are using
vmcexpert1 or vmcexpert2 environment)
select Europe (Frankfurt) eu-central-1 (if you are using vmcexpert3)

4. Click the Services drop down then select Storage > EFS

In the list of file systems find your EFS (VMCExpert#-xx, where # is the Environment ID, and

xx is your student number)

Click <your EFS Instance> vmcexpert#-xx text to view its details

Click the Network tab

Record the IP address of your EFS (e.g. )

Note: You will need this IP to mount the share in your Webserver01 VM

U

0 oKoNOo

£\ VMCEXPERT3-01 @ vmcexpert3 ¥ | Frankfurt ¥  Suppor

* Favorites All services

Compute Machine Learnin AWS Cost Management
1% Compi g g

re

@) Resource Groups & Tag E...

Recently visited

fome

= . & Robotics
ElastiCache

RDS
=== Blockchain

Amazon Managed Blockc...
Location Service
& Satellite y 0
Ground S A t -.: & AR& VR
Amazon Sumarian

£2 Quantum Technologies

Amazon Braket o er B Application Integration

Step Fun

M| Management &
Governance
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Amazon EFS File systems fs-776cdf2c

VMCEXPERT3-01 (fs-776cdf2c)

] o

Performance mode Automatic backups

General Purpose © Disabled

Throughput mode Encrypted

Bursting b5a38020-0d60-457f-afab-9c6a9a3a83a9 (aws/elasticfilesystemn)
Lifecycle policy File system state

30 days since last access @ Available

Availability zone

Regional
Metered size Monitoring Tags File system policy Access points Networ kg
Availabili M t M t Net k interf
E i i Subnet ID v gl IP address ¥ Sty Security groups v
tyzone 4 target ID ¥ target state ¥ D
eu-central- famt- subnet- sg-0669905d742f1513F

P
12 d1b15489 Ob62de2afd74c5ead @ hvailable 172.101.286 0cc170312765b23e0

(VMCEXPERT3-01-EFS-SG)

Task 3 - Mount an EFS share in a VM running in VMC on AWS

1. If the browser tab to the SDDC vCenter is still open navigate to it. If not Open a new Tab and

log onto the VMC SDDC vCenter.

N

of the VMC on AWS Console
Select webserver01
Click LAUNCH WEB CONSOLE

login: root
password: VMware1!

Nou,pw

Lab 03 - SDDC Networking & Native AWS Integration
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< ALL SDDCs
OPEN VCENTER ‘ ACTIONS ~
(-\) Student20 | vMware Cloud on AWS § US West (Oregon
= = A = S Ti = SettingS  Suppo
SDDC
> Management Appliances N/A @

vCenter Information

9/ Default vCenter User @

Account

cloudadmin@vmc.local J& @ & B Show credentials for Open vCenter
9/" vSphere Client (HTMLS) @

URL

( https:/fvcenter.sddc-35-160-79- IGavmwarevn’-c.quQ

vCenter Server AP ?

> ( hitps:ffvcenter sddc-35-160-79-165 vmwarevmc com/apiexplorer, O
Explorer .

> PowerCLI Connect Connect-VIServer -Server vcenter.sddc-35-160-79-165.vmwarevmc.com -Protocol hitps -User cloudadmin@vmc local -Password "<password>' @

79.165 resolvable from Internet Public IP: 35.160.79.165 @

> vCenter FGDN

vm vSphere Client

5] g @9 & webserverO1 & 5 B ACTIONS v
9-1 summary Monitor :or"’\gl_'e Permissions Datastores Networks Snapsho:s

[:l CPU USAGE
O Hz
MEMORY USAGE
40 MB
STORAGE USAGE

2.42 GB

oo
W webserverO1

([ webserver02

VM Hardware v Notes ~
Related Obje: ~
Cluster  ldcusten | Custo A ute: ~
Arribute Value

Resource poo

Networks
Storage e
No items to display
o ¥
Recent Tasks Alarms v
Task Name: ~ | Tamet ~ | Stats v | Details ~ | Initiator v | Quened For ~ | Start Time .1 ~ | Comoletion Time v | Server ~

8. At the shell prompt enter the following commands (note, your current directory must be
/var/www/html/Lychee for the prep-webserver-1.sh script to work correctly - make sure to
run the cd command as shown):
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<p>cd /var/www/html/Lychee

./prep-webserver-1.sh <your efs ip></your efs ip></p>

ILJ Click to copy

webserver(01 Enforce US Keyboard Layout | View Fullscreen | Send Ctri+Alt+Delete

root@uebserver0l: svar/www html Lychee#t pud
svar/uuww/html/Lychee
root@uebserver0l: /var/uwwu/html/Lychee#t ls
CODE_OF_CONDUCT.md favicon.ico robots.txt view.php
fix-permissions.sh
index.html prep-webserver-1.sh test-efs-mount.sh
LICENSE README . md
root@uebserverol:/var/www/htmlsLycheel
root@uebserver0l: /var/uwwu/html/Lychee#t| /var/wwu/himl/Lychee/prep-webserver-1.sh 17Z2.120.14.147
Test mount of 172.120.14.147 succeeded.
Converting Lychee application to use EFS storage...
root@uebserverfl:/var/wwwshtml Lychee#t _

This script converts the storage of the photo app from the local file system to an NFS share on
AWS EFS

to view the operations performed by the script let's take a look at the script

<p>cat /var/www/html/Lychee/prep-webserver-1.sh</p>

ILJ Click to copy
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webserver01 Enforce US Keyboard Layout | View Fullscreen | Send Ctri+Alt+Delste

rootBuebserverfl: var/uww/html/Lychee## ls

robots.txt
view.php
prep—webserver-1.sh test-efs-mount.sh

README . md

root@uebserverdl: var-uww/html Lychee#t| cat svar/wwu html/Lychee/prep-uebserver-1.sh
#t/binsbash
if [ St == 0 1; then
echo "Usage: $0 [EFS IP Address1"
exit 0
fi
mount -t nfs4 S51:/ /mnt
if [ §7 == 0 1:; then
echo "Test mount of $1 succeeded."
umount /mnt
echo “"Converting Lychee application to use EFS storage...
nv uploads uploads-bak
mkdir uploads
mount -t nfs4 $1:/ uploads
chown wwu—data:www—data uploads
chmod 775 uploads
cd uploads-bak
cp -rp * ..z2unlnads
echo “§1:/( svarsuwu html-Lychee-uploads nfs4 ru 0 0" >> setc/fstab

else
echo "Mount $1 failed."
fi
rootBuebserverfl: /var/www/html- Lycheeit

Now let's take a look at the NFS mount to confirm the Images were copied

<p>ls /var/www/html/Lychee/uploads/big</p>

ILJ Click to copy

webserver(1 Enforce US Keyboard Layout § View Fullscreen | Send Cirl+Alt+Delete

rootBuwebserver0l: /var/wuw/html/Lychees ls
CODE_OF_CONDUCT.md f con. ico robo

g o sh view.php

prep-webserver—-1.sh test-efs-mount.sh

LICENSE README . md
rootPuebserverdl: /var/www html- Lycheeit
rootPuebserverOl : /var/wuwu/html/Lychee#t ls svar/www html/Lycheersuploads-/bigs

index.htnl

rootBuebserverdl: /var/wwwshtml/Lycheest
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Task 4 - Clone Webserver01

We will now clone webserver01 to create a new Virtual Machine "webserver03". We preform
this task to confirm webserver03 continues to have access to the files in the central repository
as webserver01.

—

In the vSphere Client Select and right-click webserver01
Select clone --> Clone to Virtual Machine
On the Select a Name and Folder page name the virtual machine name enter
webserver03
Expand the SDDC > SDDC DC > and highlight Workloads
Click Next
On the Select a Compute Resource page select the Compute-ResourcePool
Click Next
On the Select Storage page select the WorkloadDatastore
Click next
On the Select Clone Options page click the following check-boxes
+ Customize the operating system
+ Do not Select Power on virtual machine after creation

W N

CL NV A

11.
12.
13.
14.

Click Next to continue.

Click Next to continue.

vm vSphere Client Menu v rch in all environments

On the Customize Guest OS page select the LinuxSpec customization specification.

Review the information for accuracy and click Finish to clone the virtual machine.

C | @-

cloudadmin@vmc.local v

8 s webserverO1 @ B | actons v
summary ~ Monitor  Configure  Permissions Datastores ~ Networks  Snapshots
Jest O Ubuntu Linux (64-bit) CPU USAGE
ESXi 6 ion 14 [m] OH
S: Running, w st Mar jed) z
MORE INF: MEMORY USAGE
Guest OS fuun ]
z 40 MB
Snapshots 10.201 e e A
VIEW ALL 2 IP ADDRESSES g >TTT
& Open Remo nsole o EFmAa - 2.42 GB
5 Migrate f {\ G: %
Clone o L Clone to Virtual Machine. e
2 gﬁ -
Fault Tolerance *| 27 Clone to Template v tes ~
VM * | 43 Clone as Template to Library -
N
mplat 5
Compiatibility . Cluster-1 tom Attributes ~
Export System Logs B 1012024 Artribute Value
B Edit Settings @ compute-ResourcePool
folder & Demo-Net
& workioadDatastore
Edit N
Tags & Custom Attributes » Mojftems to d
Recent Tasks Alarms Add Permission ¥
Task Name ~ | Target P— o dils ~ | Initiator ~  Queued For ~  Start Time ~ | CompletionTime ~ ~
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It should take a couple of minutes for the virtual machine to clone. While this happens
upload a couple of additional images to the Public Gallery from webserver01

Task 4.1 - Add webserver03 to PhotoAppVM Group

In a previous task we created the PhotoAppVM Group which we used in the Gateway firewall
rule. We need to add webserver03 to this group. Doing so will add it to the firewall rule along
with webserver01

In the VMC on AWS SDDC Console click the Networking & Security tab
Click Groups

Click the 3 vertical dots next to the PhotoAppVM Group

Click Edit

Click Members

Click the Members tab

Select webserver03 to add it to the group

Click APPLY

Click SAVE

WoNOULAEWN =

The clone of webserver03 should be complete by now. In the vSphere Client select
webserver03 and power it on (or reboot it if it's already powered on).

& student20 o;-c::.-a:‘-:‘i § U west (Oregon TR G
\stxﬂ:'-n?c\g-/;.-:."u
Overview Groups o S
Network Management Cn-nputeG\EE;s M @
.0 o
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© NOTE: If the VM powered-on before you modified the group in the steps above, you'll
need to reboot it before proceeding

Task 4.2 - Verify Access to NFS from webserver03

1. Select webserver03

Review and record webserver03 IP address (You'll need this IP when creating a NAT rule
for webserver03)

Click LAUNCH WEB CONSOLE

In the browser tab for webserver03. Log in as

login: root

password: VMware1!

N

ok w

g @2 8

3GB

STORAGE USAGE
22GB

[ webserver02

i webserver03 o

Recent Tasks Alarms

Task Name ~  Target ~  Swaws ~  Details ~  Initiator ~  Queued For ~  StantTime | ~  CompletionTime ~ | Server

6. Atthe shell prompt enter the following commands

<p>mount | grep nfs</p>

I Click to copy
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You should see a mount point at /var/www/html/Lychee/uploads

<p>ls /var/www/html/Lychee/uploads/big/</p>

ILJ Click to copy
You should see the two additional files you uploaded in the previous task

webserver03 Enforce US Keyboard Layout || View Fullscreen || Send Ctri+Alt+Delete

Ubuntu 16.04.5 LTS webserver03 ttyl

webserver03 login: root

Password:

Last login: Thu Jan 7 20:48:48 EST 2021 on ttyl

Welcome to Ubuntu 16.04.5 LTS (GNU-/Linux 4.4.0-131-generic xB86_64)

* Documentation: https:/shelp.ubuntu.com
» Management : https://landscape.canonical .com
* Support: https:/7ubuntu.comsadvantage

255 packages can be updated.
157 updates are security updates.

root@uebserver03:™# mount | grep nfs(:>

172.120.14.147:7 on svarswwushtml-sLycheesuploads type 4 (rw,relatime,vers=4.0,rsize=1048576,usize
=1048576,namlen=255, hard , proto=tcp,timeo=600,retrans=2,sec=sys,clientaddr=10.10.20.14, local_lock=non
e,addr=172.120.14.147)

rootBuebserverd3: #

rootBuebserverf3:™# ls svarswww/html/Lycheesuploads/bigs (:)

index.html

root@uebserver03:T#

Optional Lab 2 - Load-balancing Applications in VMC on AWS
with Amazon Application Load balancer

In this lab, we will show how to leverage an Amazon Application Load Balancer (ALB) with
Virtual Machines running in a VMware Cloud on AWS SDDC.

In this session we will load balance webserver01 and webserver03 (PhotoAppVM). We will
then test connectivity to the PhotoVMApp via the Amazon Application Load-Balancer.

We will begin by requesting a public IP for webserver03 and define a NAT rule for it. Doing
so ensure webserver03 is addressable from the internet and not just the private application
network.
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Task 1 - Request a public IP for Webserver03

Make sure you're logged into the VMC on AWS Console, and viewing the details of your SDDC
(VMCEXPERT#-XX)

Click the Networking and Security Tab

Click Public IPs

Click REQUEST NEW IP

In the Noted Field type PhotoAppVM-Web03
Click Save

Record the Newly requested Public IP, you will use it to Configure the NAT rule for
webserver03

ouhkhwhn =

< ALL SDDCs

OPEN VCENTER

ACTIONS ‘

{\] Student20 \ WMware Cloud on AWS & US West (Oregon)

Networking & Se:}mﬁ

Overview Public IPs @

Network o
Segments b4

VPN
NAT Public IP

Tier-1 Gateways

<Request a new public IP>

Transit Connect

Security

PhotpAppVYM-Web0!
Gateway Firewall @ CANCEL
Distributed Firewall
54.70.110.115 PhotoAppVM
Inventory
Groups
Virtual Machines

Tools

Port Mirroring

System
DNS
DHCP
Global Configgration
Public IPs e

Direct Connect

Connected VPC
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¢ ALL SDDCs

(fx) Student20 | VMware Cloud on AWS © US West (Orego

Metworking & Security

Overview

Network
Segments
'-.‘_.'F.\‘

ransit Conn

Security

N ———
Listnouted a

Inventory
Groups
Services

Virtual Machines

Public IPs

OPEMN VCENTER |

ACTIONS v ‘

=
\.?J

Task 2 - Setup a NAT rule for Webserver03

To setup a NAT rule we need the Public IP (which you already requested and recorded in the
previous task) and the Private IP of webserver03. We will begin this task by confiring the IP
address of webserver03

AN =

—

In the vSphere Client Click webserver03

From the summary screen view and record the IP address of Webserver03
On the Networking and Security tab Click NAT

Click ADD NAT RULE
. Type PhotoApp-Web03 NAT in the Name field

. Select <your Newly requested Public IP> in the Drop-down field for Public IP

2
3. Type the <Private IP for webserver03> in the Internal IP field (10.10.x.x)
4

. Click Save.
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wvm vSphere Clie

g8 9 5 webserverO3

~ eyl veenter sdde-35-160-79-1
~ [ SDDC-Datacenter
> [ Discovered virtual m
» [JManagement VMs
> [ Templates
~ [ Workloads
[ webserver0l
[ webser
i webserver03

r02

Recent Tasks Alarms

TaskName  ~  Target

Summary Monitor

LAUNCH WEB CONSOLE

e 5D

ACTIONS v

Configure Permissions Datastores Networks Snapshots

Guest OS.
Compatibility:
VMware Tools:

DNS Name:
IP Addresses

Host

LAUNCH REMOTE consoLe @ A [:’5
D &l

VM Hardware

Related Objects
Cluster
Host
Resource pool
Networks

Storage

Status ~ | Details

Cluster-1

H 1012024

Ubuntu Linux (64-bit)

ESXi 6.7 and later (VM version 14)
Running, version:10304 (Guest Managed)
MORE INFO

VIEW ALL 2 IP ADDRESSES

1012024
v Notes
Edit Notes
~

Custom Attributes

Attribute

@ Compute-ResourcePool

& Demo-Net

& workioadDatastore

~ | Initiator

~ | QueuedFor v | StatTime| ~

SWITCH TO NEW VIEW
n CPU USAGE

O Hz
MEMORY USAGE
= 40 MB
—  STORAGE USAGE
= 2.43 GB

Value

No items to display

Completion .~ | Server ~

€ If needed, you can access the vSphere Client URL and cloudadmin username and

password from the Settings tab
of the VMC on AWS Console
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< ALL SDDCs
OPEN VCENTER | ACTIONS ~ |
(‘\_) Student20 | VMware Cloud on AWS § US West (Oregon
Networking & Security &
Overview NAT (5)
Network Internet
E ~
Service Public Port internal IP Internal Port Firewall (D) Status

Inventory o
Groups m SANEE

System

DNS
DNS

On your Phone or Computer access the PhotoApp on webserver03 by typing http://<Public

ip>/Lychee in your browser.
When prompted to login, enter (if not prompted select the arrow at the top left)

1. admin
2. <AWS Console Password Provided by your instructor> for Password

3. Click Sign In

< C A Notsecure

Smart Albums

Jounin

UnsB

8 photos
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Task 3 - Configure AWS Native ALB to load balance PhotoApp

On your browser, open a new tab and go to: https://vmcexpert{#}.signin.aws.amazon.com/
console where {#} indicates your AWS environment (1, 2 or 3)

Account ID or alias: vmcexpert{#}i.e vmcexpert1

IAM user name; VMCEXPERT#-XX(where # is the Environment ID and xx is the number
assigned to you)

Password: <AWS Console PW provided By your instructor>

Click Sign In

aws

Sign in as IAM user

Account ID (12 digits) or account alias

g umeexpertt & Amazon Lightsail
IAM user name
Lightsail is the easiest way
9 VMCEXPERT1-01 8 to get started on AWS
Password
Learn more »
o - .

Sign in using root user email

Forgot password?

English  ~

Terms of Use Privacy Policy & 1886-2021, Amazon Web Services, Inc. or its affiliales,

Task 3.1 - Add Web Servers to the Amazon Application Load Balancer

1. In the upper left-hand Click Services then EC2
2. In the upper left-hand corner move the slider Right to enable the New EC2 Experience
page
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NOTE: In the previous lab, we disabled "New EC2 Experience" dashboard. This steps
reverts back to the "New EC2 Experience". Not enabling this mode will cause a
mismatch between the lab steps and your interface.

2. Inthe Left pane under Load Balancing, Click Target Groups
3. Find and click the text for your target group <vmcexpert#-xx-default> (where XX is your
student number)

i Services ¥ t £\ VMCEXPERT3-01 @ vmcexpert3 ¥ Frankfurt ¥  Support ¥

Reserved Instances EC2 Target groups

Dedicated Hosts

Capacity Reservations Target groups (1/2) info Create target group

¥ Images Q 1 &
AMIs
Proto Target Load
v Elastic Block Store e Narie b ARN & BOCLERSS o v type ¥ Y VECID
Velumes o VMCEXPERT3-01 VMCEXPERT3-
F é —01- o ) - )VPP
Snapshots e arn:aws:elasticloadbalan. .. 80 HTTP P o0 08bdazd
Lifecycle Manager VMCEXPERT3-02- VMCEXPERT3-
arn:aws:elasticloadbalan. .. 80 HTTP 1P wpc-0f27
default 02
¥ Network & Security »
Security Groups
Elastic IPs
Placement Groups E E E
VMCEXPERT3-01-default
Key Pairs.
@ am:awselasticloadbalancing:eu-central-1:824407877961:targetgroup/VMCEXPERT3-01-default/809dd2d5619ee320
Network Interfaces
Details Targets Monitoring Health checks Attributes Tags
¥ Load Balancing
Load Balancers
Target Groups o Details
N
¥ Auto Scaling
Launch Configurations Target type Protocol : Port Protocol version VPC
P HTTP: 80 HTTP1 vpc-08bda2db256077d7d [

Auto Scaling Groups

Load balancer
VMCEXPERT3-01 [A

3. Click the Targets tab
4. Click Register targets
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4

4

4

<4

itk

Services ¥

Reserved Instances
Dedicated Hosts

Capacity Reservations

Images

AMIs

Elastic Block Store
Volumes
Snapshots

Lifecycle Manager

Network & Security
Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

Load Balancing
Load Balancers

Target Groups

Auto Scaling
Launch Configurations

Auto Scaling Groups

EC2 Target groups

Target groups (1/2) info

B 4

VMCEXPERT3-01 @ vmcexpert3 ¥

Frankfurt ¥

E——

Support ¥

Q @
Prot: T t Load
B Name v ARN v Port ¥ i —EE o2 VPCID
col v type ¥ balancer A4
\é;a(jl)iPERTS—UT— am:aws:elasticloadbalan... 80 HTTP P ;’TCEXPERT} \l;g:\:lazd
VMCEXPERT3-02- VMCEXPERT3-
arn:aws:elasticloadbalan... 80 HTTP P vpc-0f27
default 02
Y.
= E =2 @

VMCEXPERT3-01-default

arm:aws:elasticloadbalancing:eu-central-1:824407877961:targetgroup/VMCEXPERT3-01-default/809dd2d56 192320

Details Targbﬁ/ Monitoring Health checks Attributes Tags
Registered targets (0)
Q
IP address v Port v Zone v Health status v

No registered targe

Register targets :l-‘

Register targets

Health status details

c]

COY~NOWU

In the Network Drop-Down list, select Other Private IP address
In the IP Field Enter the <Private IP address of Webserver01>

Click Include as pending below
Repeat steps 6 & 7, this time using the <Private IP for webserver03>
Click Register pending targets
Wait 10-20 seconds, click the refresh circle, the status should turn from ‘initial’ to ‘healthy’
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al’? Services ¥

EC2 > Targetgroups » Student20-default > Register targets

Register targets
Specify IP addresses, specify ports, and add the IP addresses to the list of pending targets. Repeat to add additional combinations

you are satisfied with your selections, click Register pending targets.

IP addresses
Specify IP adresses from a network VPC or outside the VPC to register as targets.

Network
Other private IP address g v

ivate IP address

Availability Zone

@

10.10.20.11

Allowed ranges

Include as pending hem§°

are now pending below. Include more or register targets when rea
Targets (2)
All v Q
Remove Status IP address v

X [ Pending } 10.10.20.14
X [ Pending } 10.10.20.11

£\ Student20 @ vmcworkshop ¥ Oregon ¥ Support ¥

of IP addresses and ports to the list of pending targets. Once

Remove all pending

1 @

Port v Zone v

80 all

80 all

2 pending

Cancel Register pending targets

Task 3.2 - Validate the Application Load Balancing

Click Load Balancers

—

2. Type <VMCEXPERT#-XX> in the Search field to Find your load balance, Where XX = your

student number. i.e. VMCEXPERT3-01
3. Select the Load Balancer

4. From the Description tab copy the DNS name <VMCEXPERT#-XX-

UID.(region).elb.amazonaws.com>
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Create Load Balancer Actions v
E——— o e 0

Q Filter by tags and attributes or search by keyword 1to20f 2
Name =~ DNS name + State ~ VPCID « Availability Zones +  Type
@ VMCEXPERT3-01 VMCEXPERT3-01-8886446... Active vpc-08bda2db256077d7d eu-central-1b, eu-centr.. application
VMCEXPERT3-02 VMCEXPERT3-02-4072483...  Active vpc-0f27782e03caalfs2 eu-central-1a, eu-centr.. application
b
Load balancer: | VMCEXPERT2-01 [_ =l ]
Description Listeners IMonitoring Integrated services Tags

Basic Configuration

Name VMCEXPERT3-01
ARN am:aws elasticloadbalancing eu-central-1:824407877961 loadbalancer/app/VMCEXPERT3-01/d89486a1b29Thd 12 [¥d]

DNS name VMCEXPERT3-01-888644610 eu-central-1.elb.amazonaws CD
(A Record)

State  Active
Type  application
Scheme  internet-facing
IP address type  ipv4

Edit IP address type

VPC vpc-08bdazdb256077d7d (£ -

4. Paste the DNS Name in your browser and append /Lychee to access the PhotoApp via ALB
i.e. vmcexpert3-01-888644610.eu-central-1.elb.amazonaws.com/Lychee
5. If you aren't prompted for a login, Click the exit icon in the upper-right hand of the
application page
6. When prompted to login in use the following:
+ admin for Username (where XX is your student number)
+ <Password Provided by your instructor> for Password
+ Click Sign In
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Task 3.2.1 - Test Load Balancer functionality

1. Inyour browser type <your ALB DNSName>/Lychee/plugins/Diagnostics (Note Case-
sensitivity)

2. i.e. student20-1218955224.us-west-2.elb.amazonaws.com/Lychee/plugins/Diagnostics/
The output should report to you the server currently displaying the page

« = C A Not secure elb.amazonaws.com/Lychee/plugins/Diagnostics *d % Incognito (2)

Diagnostics

Warning: Dropbox import not working. No property for dropboxKe
Warning: You may experience problems when u ng a large amount of photos. Take a look in the FAQ for details.
Warning: Pictures that are rotated lose their metadata! Please install Imagick to avoid that.

Error: PHP zip extension not activated

System Information

Lychee Version: 3.1.6

DB Version: 030102
System: Linux
PHP Version: 5.6
MysQL Version:  5@731
Imagick: -

Imagick Active: 1
Imagick Version: -
GD Version: 2.2.5

Plugins:
Server Addr: 10.10.20.14 e
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3. In the vSphere Client select the <webserver VM> reported above
4. Click Power-off to Power-off the <webserver VM>

cloudadmin@vmc_local v

swncu TO NEW VIEW
= O Hz
o MORE INFO MEMORY USAGI
) webserverOl e e oo
3 GB
Iy
P ADDRESSES f ‘ STORAGE USAGE
S Host 1012024 < 2426B
NCH F e @
AEe
H W N
~
Cluster @ c st o~
Host 5| Artri Vall
Resource poo
Netwo: 2
Storage :

5. Inthe AWS Console, select Target Groups under Load Balancing

6. to review the status of the targets

7. Select your <VMCEXPERT#-XX>-default (Your Load Balancer Target Group) where XX is your
student number

8. Click the Targets tab

9. After 60 secs the powered off VM state should report unhealthy
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EC2 Target groups Student20-default

( -defa ult)

arn:aws:elasticloadbalancing:us-west-2:750192297402:targetgroup/Student20-default/5380e66e3b62e855

Basic configuration

Target type Protocol : Port VPC Load balancer
1P HTTP : 80 vpc-051cd8dc828fb6cdl [ Student20 [

Protocol version
HTTP1

Group details TF\TIEYQ Monitoring Tags

Registered targets (2)

Q 1 @
IP address Port Zone Status Status details
10.10.20.11 80 all @ healthy
C 0.10.20.14 80 all (® unhealthy ) Request timed out

10. In a new Google Chrome incognito window type <your ALB DNSName>/Lychee
i.e. vmcexpert3-01-1218955224.eu-central-1.elb.amazonaws.com/Lychee
11. You can repeat step one to confirm your load-balancer is directing request to your other

web server
12. Power-on your previously powered-off vm in step 2

< C A Notsecure

Smart Albums

Jounin

Uns8 - ; Re LR

8 phatos 5 photos 0 photos & pholos
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&« (- A Not secure elb.amazonaws.com T % Incognito (3)

Diagnostics

Warning: Dropbox import not working. No property for dropboxKey.

Warning: You may experience problems when uploading a large amount of photos. Take & look in the FAQ for details.
Warning: Pictures that are rotated lose their metadata! Please install Imagick to avoid that.

Error: PHP zip extension not activated

System Information

Lychee Version: 3.1.6

DB Version: 930102
System: Linux
PHP Version: 5.6
MySQL Version: 50731
Imagick: -

Imagick Active: 1
Imagick Version: -
GD Version: 2.2.5

Plugins:
Server Addr: 10.10.20.11

Conclusion

€ A separate software load balancer is not required to be deployed in the VMware stack
to provide load-balancing functionality for your Applications running in VMware Cloud
on AWS. There is no additional updating or maintenance to be performed with your
load balancer as you can instead use the one provided by AWS.
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